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Challenges in processing
Stochastic Package Queries:

CVaRification: Handling many Scenarios

Large Scale Stochastic Optimization
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Stocks Sell-In Price Gain

AAPL 1 day 192.52 ?

AAPL 2 days 192.52 ?

… … … …

MSFT 1 day 429.46 ?

MSFT 2 days 429.46 ?

… … … …

Which stocks 
do I buy and 
when should I 
sell them?

Gain

-0.34

-0.67

…

2.59

1.27

…

Gain

0.59

1.36

…

-5.67

-3.78

…

Gain

1.59

2.18

…

3.21

4.12

…

Gain

-0.34

-0.67

…

2.59

1.27

…

The uncertainty 
in 'Gain' requires 
generating lots 

of scenarios, i.e., 
possible worlds

Decision Making via SQL-Like Queries

SELECT PACKAGE(*) AS P

FROM STOCK_INVESTMENTS

SUCH THAT

  SUM(Price) <= 1000 AND

  SUM(Gain) >= -10 WITH PROBABILITY >= 0.95 AND  

  EXPECTED SUM(Gain) >= -30 IN LOWEST 5% OF SCENARIOS

MAXIMIZE EXPECTED SUM(Gain)

The Stochastic Package Query Language (SPaQL+):

The problem can become very large:
➢ With many scenarios
➢ With many tuples

Key Idea: Replace Value-At-Risk (VaR) constraints with CVaR constraints:

SUM(Gain) >= -10 WITH PROBABILITY >= 0.95

EXPECTED SUM (Gain) >= V IN LOWEST 5% OF SCENARIOS

➢ Search for the optimal V

➢ Convert the CVaRified Query to an Integer Linear Program (ILP).
A CVaR constraint can be represented by just one linear constraint in the ILP 
regardless of the number of scenarios used.

Stochastic SketchRefine: Handling many Tuples

Key Idea: Divide and Conquer to solve the query on fewer tuples at a time.

a. Partition the Data b. Choose Representatives

1/2x
0/1x

0/1x

1/3x

c. Solve the query over the representatives
(And their duplicates)

d. Replace representative with tuples
From their partitions

DistPartition: Partitioning Stochastic Data

Key Idea: Recursively partition the data based on the farthest tuple

a. Find the distance of all 
tuples from a random pivot

b. Perform size-based partitioning 
from the farthest tuple

c. Recursively divide the wide partitions d. Get the final Partitions

Theoretical Guarantees

Under highly probable assumptions, for maximization problems,
the objective value of the resulting package will be within: 

1− 𝜖 𝑂𝑜𝑝𝑡 − 2 − 𝜖 𝑑𝑚𝑎𝑥 ∗ 𝑡

Where, 𝜖 is a user-defined error parameter
              𝑂𝑜𝑝𝑡 is the objective value of the optimal package
              𝑑𝑚𝑎𝑥 is the highest distance between two tuples in the same partition 

              𝑡 is the number of distinct tuples in the package 

Experimental Results

Stochastic SketchRefine generates packages of comparable quality in 
orders of magnitude lower runtime than existing methods

If V = -10, the solution will satisfy the VaR constraint, but may be suboptimal.
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