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Background: Modern storage devices like ZNS SSDs offer high throughput and stable 
performance, by giving the host more control over data placement and management. 
However, the applications need to design algorithms that take advantage of the 
device’s internal parallelism and achieve maximum bandwidth. Recent research has 
developed a parametric I/O(PIO) model for characterizing the device based on 
read/write asymmetry and access concurrency [1]. PIO was designed for conventional 
block interface. However, to adapt this model for the ZNS interface there are few key 
differences to consider: 

(1) Zones have to be written sequentially 
(2) Data placement strategy has impact on concurrency 
(3) ZNS interface limits the number of zones that can be written in parallel 

In ZNS SSDs zone size and striping ways can impact the parallelism. For instance, if 
the ZNS SSD has small zones, the host should maximize parallelism across the zones 
to take advantage of the device’s concurrency [3]. In large zone SSDs intra-zone 
parallelism might be more optimal. 
For this study we propose using a state of the art SSD simulator ConfZNS++[2]. 
Commercial SSDs often keep the internal design details hidden from users. However, 
the emulator allows fine-grained control over SSD configuration such as number of 
chips, channels, block mapping and striping mechanisms.  
 
Objective: The objective of the project is to understand how to design systems for the 
ZNS interface to maximize the concurrency. 

Steps: 
● Explore the SSD architecture and configuration options through the emulator 
● Understand the ZNS interface, I/O and zone management utilities  
● As an initial experiment use ConfZNS++ to emulate ZNS SSDs with different 

sizes and striping mechanisms currently supported by the emulator. Then 
create a multi-threaded workload that writes to each zone sequentially and 
compare the inter and intra zone performance for each configuration. 
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