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Every two days we generate as much
data as we did since the dawn of
humanity until 2003.

— Eric Schmidt (CEO, Google), 2010

Data Never Sleeps 9.0

How much data is generated every minute?

The 2020 pandemic upended everything, from how we engage with each other to how we engage
with brands and the digital world. At the same time, it transformed how we eat, how we work and

how we entertain ourselves. Data never sleeps and it shows no signs of slowing down. In our 9th
edition of the “Data Never Sleeps” infographic, we bring you a glimpse of how much data is created

every digital minute in our increasingly data-driven wor Id.
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Ingestion-Optimized Systems
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Out-of-place Data Systems
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Hidden Cost: does not scale with deletes!



Hidden Cost of Logical Deletes
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| ogical Deletes & Data Privacy

[ DLA Piper's Data
Protection Laws of the
World Handbook, 2022 ]
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Even years later, Twitter doesn't
delete your direct messages

Zack Whittaker, Natasha Lomas / 1:57 PMEST ¢ February 15,2019

timeTy persistént
deletes deletes




Some 1tems will also be deleted from 11 albums.




deletes In user-generated

100M+ deletes/day batches Helotes
production DB privacy
internal .
workloads operations regulations

table data,

ZippyDB UP2X | _
drop migration




Goal: Enabling Privacy through Deletion
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Goal: Enabling Privacy through Deletion
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Log-Structured Merge-tree






LSM-tree

The Log-Structured Merge-Tree (LSM-Tree) 1006

Patrick O'Neil!, Edward Cheng?

Dieter Gawlick3, Elizabeth O'Neil’
To be published: Acta Informatica
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| SM Basics

key-value pairs

~ key value

RID timestamp name department
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key-value pairs
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S0, what about deletes?



Deletes in LSMs

delete ;= Insert tombstone g




Deletes in LSMs

key value

delete := insert tombstone m




Deletes in LSMs

delete(5)




Deletes in LSMs
delete(5)




Deletes in LSMs

delete(5) 1© support for timely
delete persistence

great for inserts




Problem: Persisting Deletes Timely

delete(5) within threshold: Din
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Problem: Persisting Deletes Timely
delete(5) within threshold: Din
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Problem: Persisting Deletes Timely

delete(5) within threshold: Din
unbounded delete

persistence latency

» File picking policy

» Tree shape
» Ingestion rate

Intuition: Compaction holds the key!
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What are the design choices”

How does a choice affect performance”’
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Compaction




VLDB 2021
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VLDB 2021
SIGMOD 2022-a.

How to organize the data on device?

How much data to move at-a-time”?

Which block of data to be moved?

When to re-organize the data layout?



VLDB 2021
SIGMOD 2022-a.

Data Layout How to organize the data on device?

Compaction
granularity

How much data to move at-a-time”

Data movement
policy

When to re-organize the data layout?

Which block of data to be moved?




any existing + completely new
compaction strategies
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SIGMOD 2020

FAst DElete

W i family of
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SIGMOD 2020

FAst DElete

compaction compaction file
trigger picking policy
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FAst DElete
delete(5) within threshold: Din
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FAst DElete

delete(5) within threshold: Din
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1M 1KB entries, 1TMB buffer, T=10
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1M 1KB entries, 1TMB buffer, T=10
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1M 1KB entries, TMB buffer, T=10
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1M 1KB entries, TMB buffer, T=10
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EDBT 2022
DEBull 2022

% RocksDB

on-demand

persist all loglical
deletes within D days
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Realizing Retention-Based Deletes

delete all entries older than: TS«

~ key value

-

RID attr-1 attr-2 attr-3

sort key

sort key = delele key



Realizing Retention-Based Deletes

delete all entries older than: TS«

| key | value

RID attr-1 attr-2 attr-3

sort key

sort key = delele key




Realizing Retention-Based Deletes

delete all entries older than: TS«

| key | value

RID timestamp attr-2 attr-3

sort key

delete key

sort key # delele key
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scattered occurrences
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delete all entries older than: TS«

| key | value

RID timestamp attr-2 attr-3

sort key

delete key
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scattered occurrences



Realizing Retention-Based Deletes

delete all entries older than: TS«

key value .
RID timestamp attr-2 attr-3 latency Spikes
sort key T

delete key

superiluous I/0s

sort key # delete key




Realizing Retention-Based Deletes

delete all entries older than: TS«

key value
Bl “Applications have requirements
sort keéelete ey for deletes every day. E.8., they
may keep data for 30 days, ...
effectively purging 1/30 of the
sort key # database every day.

This induces performance pains!”
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Realizing Retention-Based Deletes

delete all entries older than <= 65p
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Realizing Retention-Based Deletes

delete all entries older than <= 65p

page 1
Smin=1:: Smax=99 1| 4|19 |14|15| 19|20 | 24 1 I/O
Dmin="1p :: Dmax=90p 34p | 690 | 3p | 790 | 8p | 80p | 23p | 24D
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. I I ' 2 | Do —0p: Drr 90 880 | 900 | 28p | 740 | 9 | 760 | 810 | 640
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file % | Dinin=10 :: Dinax 61|63 |67 |71 |72 | 73|78 |79 1I/0
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Intuition: Data Layout holds the key!



Realizing Retention-Based Deletes
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Key Weaving storage layout
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Key Weaving storage layout

delete all entries older than <= 695p

Smin=1 . Smax=99
Dmin=10 :: Dmax=90p

Smin= 1 Smax=24
- Dmax=80p

3
=29 :: Smax=060
9  Dmax=90p

1 ¢ Dlena 89D

Dmi
Smi
Dmi
Smin=61 :: Smax=79
Dmi
Smi
Dmi

paged4 page3 page? page T

=80 :: Smax=99
7 :: Dmax=85p




Key Weaving storage layout

delete all entries older than <= 695p

Smin:1 .. Smax:99
Dmin=1D :: Dmax=90p

Smin:1 .. Smax:24
Dmin=3D :: Dmax=80p

Smin=29 . Smax=6o

Dmin=9D :: Dmax=9OD

Smin:61 .. Smax:79
Dmin=1D :: Dmax=89p

file

Smin=80 . Smax=99
Dmin=7D :: Dmax=85D

page 4 pageS:if page 2 page 1
delete tile 2 § delete tile 1

partitioned on S
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Key Weaving storage layout

delete all entries older than <= 695p
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Key Weaving storage layout

delete all entries older than <= 695p
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Key Weaving storage layout

delete all entries older than <= 695p
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Key Weaving storage layout

delete all entries older than <= 695p
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Key Weaving storage layout

delete all entries older than <= 65p
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Key Weaving storage layout

Smin:1 . Smax:99
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Key Weaving storage layout
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