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Hard Disk Drives
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mechanical device
slow random access
one block at a time

write latency = read latency



Hard Disk Drives

ES =
v = =

Symmetric cost for Read
& Write to disk

v v

One I/0 at a time



“Tape is Dead. Disk is Tape.

Flash is Disk.”

- Jim Gray



“Tape is Dead. Disk is Tape.
Flash is Disk.”

- Jim Gray
Device Size Seq B/W | Time to read
HDD 1980 100 MB 1.2 MB/s ~ 1 min
HDD 2022 4 1B 125 MB/s ~ 9 hours




“Tape is Dead. Disk is Tape.
Flash is Disk.”

- Jim Gray
Device Size Seq B/W | Time to read
HDD 1980 100 MB 1.2 MB/s ~ 1 min
HDD 2022 4 1B 125 MB/s ~ 9 hours

HDDs are moving deeper in the memory hierarchy
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Solid State Drives
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electronic device
fast random access
concurrent 1/Os

write latency > read latency
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HDD SSD

EE = -
TIZ? \A\}

Symmetric cost for Read & Write Read/Write Asymmetry (a)

B 1 g
O— 0=

One I/O at a time

Concurrency (k)



Concurrency
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Internals of an SSD

Channel1 i1 Chip2 +++ ChipN
=

ChanneIN - pip1 —— Chip2 +++ ChipN

Die 1 Die N

Planelo.. oo o0 000

Block 1 Page 1

Block N Page N
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Internals of an SSD

Channel1 i1 Chip2 +++ ChipN
=

ChanneIN - pip1 —— Chip2 +++ ChipN

Die 1 Die N

Planelo.. oo o0 000

Block 1 Page 1

Block N Page N

Parallelism at different levels (channel, chip, die, plane block, page)



Read/Write Asymmetry
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Writes in SSD

Out-of-place updates cause invalidation

“Erase before write” approach

Page 0 Page 0
Page 1 Page 1
Page 2 Page 2
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Writes in SSD

Free Free Free Free Free Free
Free Free Free Free Free Free

Free Free Free
Free Free Free

Free Free Free
Free Free Free

Block O Block 1
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Writes in SSD

Free Free Free
Free Free Free

Free Free Free
Free Free Free Free Free Free

Block O Block 1

Writing in a free page isn’t costly!
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Writes in SSD

A B C D

Block O Block 1
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Writes in SSD

Free Free Free
Free Free Free

Free Free Free
Free Free Free Free Free Free

Block O Block 1
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Writes in SSD

Free Free Free
Free Free Free

Free Free Free
Free Free Free Free Free Free

Block O Block 1
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Writes in SSD

Free Free Free
Free Free Free

Free Free Free
Free Free Free Free Free Free

Block O Block 1
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Writes in SSD

Free Free Free
Free Free Free

Free Free Free
n Free Free Free Free Free

Block O Block 1
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Update
A, B, C D

Writes in SSD

a

A B C
D E F
G H A
B’ C’ D’
Block O

Block 1

Not all updates are costly!
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Writes in SSD

What if there is no space?
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AI

MI

O’

BI

DI

PI

RI

Block N
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Writes in SSD

What if there is no space? A 5 c M N 0

. J U J U y, \ )\ )\ y,
- - e N N N e N N\ [ N
G H A’ M’ N’ o’
\_ J U J U y, \_ J U J U y,
e N\ N\ N e N\ N\ N
B/ C; Dr Pr Q; R;
\ J U J U y, \ J U J U y,

Garbage Collection!

Block O Block N
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Writes in SSD

W h at If t h ereis Nno s p ace ? Erased Erased Erased Erased Erased Erased
\ ' P Erased Erased Erased Erased Erased Erased
Erased Erased Erased Erased Erased Erased
Erased Erased Erased Erased Erased Erased
Garbage Collection!
Block O Block N

Validpages: |E | F|G|H|A|B |C|D|M|N|O|P|Q|R
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Writes in SSD

What if there is no space? . . G o R | Free
\ : / H A’ B’ Free Free Free
C’ D’ M’ Free Free Free
N’ O’ P’ Free Free Free
Garbage Collection!
Block O Block N

Higher average update cost (due to GC) = Read/Write asymmetry
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Read/Write Asymmetry

Out-of-place updates cause invalidation

“Erase before write” approach Page 0 Page 0
Garbage Collection Page 1 Page 1
Larger erase granularity Page 2 Page 2
\ Block 0 Block 1 J
All these results in higher Plane

amortized write cost

ﬁ .



Read/Write Asymmetry - Example

Device Advertised Rand | Advertised Rand | Advertised
Read IOPS Write IOPS Asymmetry
PCle D5-P4320 427k 36k 11.9
PCle DC-P4500 626k 51k 12.3
PCle P4510 465k 145k 3.2
SATA D3-54610 92k 28k 3.3
Optane P4800X 550k 500k 1.1
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Empirical Asymmetry and Concurrency

Device a kr ky

Optane SSD 1.1 6 5
PCleSSD 28 80 8
SATASSD 15 25 9

Virtual SSD 2.0 11 19

- “A Parametric I/O Model for Modern Storage Devices”, DaMoN 2021
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B

exploit k. and k,, treat read and asymmetry (a)
(with care) write differently. controls performance

know Thy Device

- “A Parametric I/O Model for Modern Storage Devices”, DaMoN 2021

30



BOSTON
UNIVERSITY

SSD Diversification

SLC or MLC DRAM or DRAM-less caches

SINGLE-LEVEL MULTI-LEVEL TRIPLE-LEVEL
CELL CELL CELL

1 bit per cell 2 bits per cell 3 bits per cell
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SSD Diversification

Overprovisioning —how much?

Inherent How many channels?
RESERVED FOR

OVERPROVISIONED CONTROLLER

CAPACITY Vendor-configured

Single plane or multi-plane?

User-configured

— TOTAL PHYSICAL ,
Free space CAPACITY SATA or PCle interface?

AVAILABLE
TO HOST

What about NVMe protocol?

User data



Black box vs White box SSD

Black box ’ <> White box
SSD ‘ ’ mﬂ SSD

Traditional Programmable

Computational Open-channel

Streams ZNS

33



Guidelines for Algorithm Design

%% =

Exploit concurrency Treat read and asymmetry controls
(with care) write differently. performance

Know Thy Device

- “A Parametric I/O Model for Modern Storage Devices”, DaMoN 2021
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Bufferpool Manager &

The Challenge



Bufferpool is Tightly Connected to Storage

Bufferpool

Disk Main Memory

36



Traditional Bufferpool Manager

Bufferpool

+«— Free frame

Disk page

+«— Dirty page

Disk Main Memory
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Traditional Bufferpool Manager

Page request comes

Bufferpool

+«— Free frame

Disk page

+«— Dirty page

Disk Main Memory
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Traditional Bufferpool Manager

Page request comes

Bufferpool

+«— Free frame

Disk page

+«— Dirty page

If page is not in BP,
Disk fetch from disk Main Memory
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Traditional Bufferpool Manager

Bufferpool

Disk page

+«— Dirty page
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Traditional Bufferpool Manager

Page request comes

Bufferpool

Disk page

+«— Dirty page

If BP is full, one page is selected for eviction
based on page replacement policy M



Traditional Bufferpool Manager

Page request comes

Bufferpool

Disk page

+«— Dirty page

If the page is dirty, it is written back to disk

42



BOSTON
UNIVERSITY

Traditional Bufferpool Manager

Page request comes

Bufferpool

Disk page

+«— Dirty page

Requested page is fetched in its place
(exchanging one write for a read)
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Buffer Pool Page Eviction Algorithm

Classical

Request (page) ;
If (page 1n BP) -> return page
Else

If BP not full -> Read requested page from Disk

Else
- Select a page for eviction based on replacement policy

- If the candidate page 1s dirty, write to disk
— Drop the candidate page from BP
— Read requested page

[1f the request 1s a write, an in-memory update takes place that
set the dirty bit as well]
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Popular Page Replacement Algorithms

LRU
LFU, FIFO

(Most Popular)

(Simple)

Clock Sweep (Commercial)

—

CFLRU

— Flash-Friendly

LRU-WSR
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| |
Working  Clean-first
region region
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CFLRU

p6 p> p4 p3 p2-pl

Candidate for eviction

DIC|D/D|C|D

\ ) J
| |

Working  Clean-first
region region

Next Candidate for eviction

p7 pé6 p> p4 p3 pl/
C/IDIC|D|D|D

) )
| |

Working  Clean-first
region region

After Eviction:
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LRU-WSR

p6 p5 p4 p3 p2 pl

DIC/IDIDICI|D Cold flag NOT set!
Cold flag | 1 00 0< This is be moved to front

setting the cold flag

pl p6 p> p4 p3 p2
D|D|C|D|D|C«——Candidate for eviction
Coldflag | 1 | 1 00

After Eviction:
p7 pl p6 p> p4d p3

Cold flag 1]1 00
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LRU-WSR

p6 p5 p4 p3 p2 pl

DIC|IDID|CI|D Cold flag set!
Cold flag | 1 00 1< Candidate for eviction

After Eviction:

Cold flag 1 0|0

49



Traditional Bufferpool Manager

Buffer Pool

«— Disk page

+«— Dirty page

All these policies exchange one read for one write!

Is this Optimal?
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Th

Challenge

= With write asymmetry, it

Consider
Concurrency (D

is NOT fair to exchange

one write for one read. e

Clock" /Second E
Sweep/ \Chance / !

Do not address
Asymmetry (@) o

Do not consider
Concurrency
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The Challenge
9 s
€ 5 i
= With write asymmetry, it & = ;
S 5 i
is NOT fair to exchange ~ © Lg) §
one write foroneread. A

CFLRU/C
CFLRU/E

oo
O@Dagy (e,

Addressm > -
Clock\ /Second E
Sweep,/ \Chance E

Do not address Address a via
Asymmetry (@) write-avoidance .

Do not consider
Concurrency
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The Challenge
> .
TR i
. . . — U |
=  With write asymmetry, it & E ;
g 8 Optimization ~ :
is NOT fair to exchange ~ © g §

one write for one read.

CFLRU/C
CFLRU/E
DL-CFLRU/E

Addressm > -
Clock ™ /“Second E
Sweep/ \Chance E

Do not address Address a via
Asymmetry (@) write-avoidance .

= Do not expressly utilize

the device concurrency.

Do not consider
Concurrency
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The Challenge
> .
= i
. . . — U :
=  With write asymmetry, it & & SSD Controller™\ ! ‘)
g 8 Optimization " |
is NOT fair to exchange  © Lg) § O

one write for one read.

CFLRU/C
CFLRU/E
DL-CFLRU/E

Addressm > -
Clock ™ /“Second E
Sweep/ \Chance E

Do not address Address a via
Asymmetry (@) write-avoidance .

= Do not expressly utilize

the device concurrency.

Do not consider
Concurrency




The Challenge

device under-utilization
poor end-to-end performance

high deployment cost



device under-utilization \/

poor end-to-end
performance

v

high deployment cost /

ease of integration \/

Th

Consider
Concurrency (p

Do not consider
Concurrency
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Solution

CFLRU/C
CFLRU/E
DL-CFLRU/E

Addressmg> -

Clock Second
Sweep Chance

Do not address

Asymmetry (a)

Address a via Address a via
write-avoidance write-amortization



BOSTON
UNIVERSITY

{ Bufferpool Manager ]
NNNNN --..___ Optional

,_________::::115_________________'

Eviction Policy . Read-ahead Policy

. o . Wh ? i
Which page to evict/write? | \_NP f;lft;)tpcr; f:[flhmis . :
- LRU - FIFO | . :
T _ 25 . Which pages? .
_ Clock _ ape i - Sequential i
— Second Chance E ~ ELLSIECEHORSEE i
"""""""""""""""""""""""""""""""""" , How many pages? ]
- CFLRU - CFLRU/C Flash- ' 1 or Xyppages |
- LRU-WSR - CFLRU/E friendly i !
- CCF-LRU - DL-CFLRU/E| | policies . How to prefetch? ;
. —Concurrently i
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[ Bufferpool Manager ]

Replacement Algorithm
“~~-.___ Optional
- LRU - FIFO
- NRU - 20 [Tt ey
T . Read-ahead Policy
| Cecene Chance When to prefetch?
- CFLRU - CFLRU/C Flash- - Prefetch on miss
- LRU-WSR - CFLRU/E friendly .
) ?
- CCF-LRU - DL-CFLRU/E|| policies Which pages

- History-based

4/\»

How many pages?

i - Sequential i

Eviction Policy Write-back Policy _1 or x pages
How many page(s) to evict? How many pages to write? How to prefetch?
- 1 page -1 page . —Concurrently |

- n pages (exploit k)
- n pages . .
Which pages to write-back?

—dirty pages following
replacement policy

When & how to write-back?

- background &
concurrently

Which page(s) to evict?
- follow page

replacement policy
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Asymmetry/Concurrency-Aware
(ACE) Bufferpool Manager



Use device’s properties

Y »

60



BOSTON
UNIVERSITY

ACE Bufferpool Manager

!
N\ ' 4

1 <=n, <= read concurrency (k,) n,, = device’s write concurrency (k)

write 2, dirty pages concurrently
evict n, pages

prefetch 7, - 1 pages concurrently
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ACE Bufferpool Manager

Buffer Pool
1 P | P2 | Ps| Do
P | Dirty page
Ps | Piz | Pis | P

P7 | P2 | P2

Pi3
Evict ne@L ﬁ
% Writer Ela Evictor Reader

> Concurrent — v | Do | P1| Ps | Do Seq. Stream | [ History-based

— | A
[J=— Device-aware A Prefetcher Prefetcher

] . N -
— Writing Candidates m {9

Concurrently write Parallelly prefetch
back n,, dirty pages n,- 1 pages

p | Clean page

62



An Example (k,, = 3)

mru lru

\ /

B |6{2|3|/5/7/4|9

Let’s assume: k, = 3, LRU is the baseline
replacement policy & red indicates dirty page

Write request of page 8 comes

63



An Example (k,, = 3)

Candidate for eviction

l

B |6{2|3/5/7/4|9

write page 8

Since candidate page is

clean, we simply evict 9
After eviction:

Write request of page 1 comes

64



An Example (k,, = 3)

write page 1

LRU

Candidate

B [8/6/2|3|5|7|4

After eviction:

B |1

65



An Example (k,, = 3)

write page 1

LRU LRU+ACE (w/o PF)
Candidate
™~
B (8/6[2|3|5|7|4 8623|574

After eviction:

B (1|8|6(2|3|5]|7
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An Example (k,, = 3)

write page 1

LRU LRU+ACE (w/o PF)
Candidate
T~
B (8/6[2|3|5|7|4 8623|574

After eviction:

B (1|8|6(2|3|5]|7

4,5,2 concurrently written
4 evicted
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An Example (k,, = 3)

write page 1

LRU LRU+ACE (w/o PF)
B (8/6[2|3|5|7|4 8/612(3|5|7
After eviction: After eviction:

B (1|8|6(2|3|5]|7 118(6(2|3|5|7
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An Example (k, =3, n, = 2)

write page 1

LRU LRU+ACE (w/o PF) LRU+ACE (w/PF)
Candidate
\
B (8/6[2|3|5|7|4 8/612(3|5(7|4 8/612(3|5(7|4
After eviction: After eviction:

B (1|8|6(2|3|5]|7 118162357
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An Example (k, =3, n, = 2)

write page 1

LRU LRU+ACE (w/o PF) LRU+ACE (w/PF)

eviction window

B |8 6[/2[3|5|/7|4 86123574 8612|3574
After eviction: After eviction:
B [1/8|6|2|3|5|7 118|6/2/3|5|7

4,5,2 concurrently written
4,7 evicted
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An Example (k, =3, n, = 2)

write page 1

LRU LRU+ACE (w/o PF) LRU+ACE (w/PF)
B (8/6[2|3|5|7|4 8612|3574 8/6(2(3|5
After eviction: After eviction: After eviction:

B (1|8|6(2|3|5]|7 118162357 118162359

|

prefetched

71



Experimental Evaluation

Clock Sweep

CtIEI;JU vs their ACE counterparts
PostgreSQOL LRU-WSR
11.5
Device a kr ky
Optane SSD 1.1 6 5 synthesized traces
PCle 55D 2.8 80 8 TPC-C benchmark

SATASSD 15 25 9
Virtual SSD 20 11 19

72
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ACE Improves Runtime

Device: PCle SSD

SOA BN ACE w/o PF == ACE w/ PF o5 a=2.8k,=8
ok = . W I B ACE improves runtime significantly
22%
23% 0

@500 I . I . IZSA’ 126%_
Q>)“b40() L ] o . o - - . . .
= Negligible increase in buffer miss (<0.009%)
(qv]

100 L] ] ]

; Benefit comes at no cost
Clock LRU CFLRU LRUW

Mixed Skewed Trace
(r/w: 50/50, locality 90/10) 73
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Higher Gain for Write-Heavy Workload

Device: PCle SSD

SOA EEEE ACE w/o PF ==1 ACE w/PF o= a=2.8,k,=8

<

Write-intensive workloads have higher

% o benefit because of efficient writing
W

Clock LRU CFLRU LRU

Mixed Skewed Trace
(r/w: 50/50, locality 90/10) 7
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Impact on Read-Heavy Workload

Device: NVMe SSD

SOA BEEE ACE w/o PF =3 ACE w/ PF 5503 o=3,k,=8

<

Good gain for read-intensive workloads

Prefetching more effective

Clock LRU CFLRU LRUW

Read-intensive Skewed Trace
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Runtime for Varying R/W ratio

1000 -+
900 1 & —-Clock -A- ACE-Clock
200 A = LRU -A-ACE-LRU
_ \ 4-CFLRU -A-ACE-CFLRU
700 1 o\@ —+LRUW -A-ACE-LRUW
\”’; 600 - A, #\e LRU-WSR works best for write-heavy
° 500 4 '
5 R CFLRU works best for read-heavy
= 400 - A
,_1
300 -
200 -
100 A
O I I I I I I I I I I I

0:100 10:90 20:80 30:70 40:60 50:50 60:40 70:30 80:20 90:10 100:0

Read/Write Ratio
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Experimental Evaluation

*ACE-Clock = ACE-LRU
Ho ~ACE-CFLRU  +ACE-LRUW
5 1.4
—qéj ] For write heavy workloads, gain
L
%) of ACE can be as high as 1.65x
12 -
]- I I I I I I I I I I

0:100 10:90 20:80 30:70 40:60 50:50 60:40 70:30 80:20 90:10 100:0

Read/Write Ratio

77



BOSTON
UNIVERSITY

Impact of R/W Ratio & Asymmetry

+PClIe SSD <Virtual SSD
1.6 - <SATA SSD *QOptane SSD
@
ESVRIE Ys28 more writes, more speedup
D) S ~
% o e %s2 higher asymmetry, higher speedup
g S QQ 1.5 R
1.2 1 A=11 e good benefit even for low asymmetry
1 | | | | | | | | | | . o

0:100 10:90 20:80 30:70 40:60 50:50 60:40 70:30 80:20 90:10 100:0

Read/Write Ratio
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Impact of #Concurrent 1/0s

% ACE-Clock =ACE-LRU Device: PCle SSD
1.4 - - _
+ACE-CFLRU +ACE-LRUW 0=28 k, =8
1.3 -
Q
=
o
o
=) 1.2 -
Highest speedup when
11 - optimal concurrency is used
1
0 8
nw
Mixed Skewed Trace

79

(r/w: 50/50, locality 90/10)



Experimental Evaluation (TPC-C)

Warehousew ( Stock W ( Iitem J
100K L W*100K J W L100K(fixed)

10

District
W*10
3K

|
|
[cUstome,ﬂ " order ﬂ r Newo,de,J
:

W*30K L W*30K+ 0-1 L W*5K

1+ 10-15

History Order-Line
W*30K+ W*300K+
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m [PA 001
U STIeISIapI0
JUSWARJ
TopI0) MoN
XTI

[PAIT003S
SNJeISIIPIO
JuawAeJ
I9pIQ MIN
XIN

4 [PAYT201S

SNJeISIIPIO
JUOWAR]
TOPIO MIN
XTI\

= u [9A9 00318

sn3e}SIaPIO
JjuswAeJ
I9pI0 MIN
XTN

Read-Only 1 Write-Heavy HEEE

1.5

Experimental Evaluation (TPC-C)
Read-Write

1.3x|

0.5

dnpoadg

O
2]
@)

81

ACE-CFLRU ACE-LRUW  ACE-Clock

ACE Achieves 1.3x for mixed TPC-C

ACE-LRU
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Ssummary
ACE Bufferpool

/" Modern Storage Devices )
Pr | P2 | Pe | Py

> Dirty page
1 I Clean page Ps | Piz | Pis | Pio

1-| | P13 P2q | P2
— ll fI

\ asymmetry concurren(y % Writer O gictor lE@J Reader
O
Seq. Stream |  History-based
ﬁl_l_' 5 or}current <::> pz* Pi| Ps p»? [Prefetcher} [ Prefetcher }
| LIS Device-aware ~—_\ o
Writing Candidates m {9

decoupled eviction and write-back mechanism

Parallelly prefetch
n,- 1 pages

Concurrently write

can be integrated with any replacement policy back n,, dirty pages

good benefit with no penalty
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Conclusion & Future Work

Make asymmetry and concurrency part of algorithm design

... hot simply an engineering optimization

Build algorithms/data structures for storage devices
& with asymmetry a and concurrency k
&

S

index structures graph traversal
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hank You!

disc.buw.edu
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