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Target :

Utilize range delete 
information to decrease 
the unnecessary disk IO 
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How do we represent it?
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Very long range?
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Point Query (PQ)
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What can we do?
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Our method
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RD selectivity: ratio of deleted Insert



Experiment settings



CPU: Intel Core 17-10750H 2.6GHz

Total cores: 6

Total Threads: 12

RAM: 24 GB



Results



Query on all deleted keys



Range delete freshness
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